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A B S T R A C T  

A freque n t challe nge whe n using gra phical model s in practice i s that the s amp le size is limited rel ative to the n umbe r of pa ra mete rs. They also 

be c ome h a rd to in te rpret whe n the n umbe r of va riables p gets large. We consider app lication s where one has external data, in the form of networks 
betw e e n va riables, that ca n improve infe re nce a nd help in te rpr et the fit ted model. An exa mple of in te res t rega rds the in te rp l ay be tw e en s oci al 
media and the co-evolution of the COVID-19 pa nde mic across U SA c ounties . We dev elop a spike-a nd -slab prior fra mew ork th at depicts how 

parti al correl ation s depend on the networks, by r egr essing the edge prob abilities, average p arti al correl ation s, and their v ari ance on the networks. 
The goal is t o det ect when the network da ta r ela t es t o the graphical model and, if so, explain how. We develop comput ational scheme s and 

s oftw are in R and probabilistic pro gramming l anguages. Our app lication s show that incorporating network data can improve in te rpretation, 
s tatis tical a ccura cy, a nd out-of-sa mple prediction. 

KEY W OR DS : Bayesian inference; data integration; graphical model; network data; spike-a nd -slab. 
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1 I N T R O D U C T I O N 

aus si a n gra phical models (GGMs) a re a c onv e nie n t fra mework
o describe the depe nde nce a mong p ra ndom va riable s. As prac -
 ical limitat ions, GGMs require est imat ing a n inhe re n tly la rge
 umbe r of pa ra mete rs a nd a re ha rde r to in te rpret whe n p is la rge.
e propose a Bayesian frame work de signed for situations where

xternal data can help increase the a ccura cy and interpretability
f GGM infe re nce. A mot ivat ing applicat ion is learning the de-
e nde nce s tructure betw e en COVID-19 infe ction ra tes acr oss
 SA c oun ties, a nd whethe r said depe nde nc e is linke d to net-
 ork data meas urin g Fa ce boo k connection s be twee n coun ties.
uchler et al. ( 2022 ) found a link betw e en ma r ginal corre lations

n said infection rates and the Fa ce book index. We propose a
robability model to des cribe whe the r a nd how pa rti al correla-
 io ns depend on said index, and on 2 other networks measuring
eo grap hical distance and flight pas s enger traffic. As a preview,
igure 1 shows estim ate d (residual) parti al correl ation s be tw e en
ach county pair vs their geo grap hical clos enes s and the Face-
ook index. Counties that are highly c onne cte d on Fac ebook
 av e a hi ghe r proportion of positive partial corr ela tions, wher eas

or those lowly c onne cte d most non-zero partial corr ela tions ar e
e gativ e. Se e Se ction 6 for further details . 
The mot ivat ion for our me thodo lo gy is 2-fo ld. Firstly, the eas e
ith which one can interpret a GGM det eriorat es as p grows,

ha t is, ther e ar e simply too m any e dg es to re ad them one by one.
ur model r egr es s es the pro bability of a n ed ge being prese n t, as
e c eiv e d: Ja n ua ry 17, 2024; Revise d: O ctober 1, 2024; Ac c epte d: Nov e mbe r 19, 2024 
The Author(s) 2024. Published by Oxford University Press on behalf of The In te rn ation a
 re ative Common s A ttribution Licen s e ( https://creativ ec ommons .org/lic ense s/by/4.0/ ), wh

he original work is properly cited. 
ell as the mean and v ari ance of the as s oci a ted (non-zer o) par-
i al correl ation, on external network data. Said regression helps
nde rs ta nd whe n one ca n expect a n ed ge to be prese n t, a nd to
 av e a certain sign and m agnitude. A se c ond ch allenge is when

he s amp le siz e n is moder a te r ela tiv e to the p(p + 1) / 2 c ova ri -
 nce pa ra mete rs. By in t egrating ext ernal network data one hopes
o improve infe re n tial a ccura cy, pro vided said data carries useful
nforma tion r egar ding the graphical model. We d isc uss strategies
o as s es s whe ther the ne twork d ata is inde e d useful. 

To our kno wledg e, ther e ar e no mode l- bas ed me thods to
 egr es s the parti al correl ation s of an undire cte d graphical model
n multip le ne twork-v alued d atas e ts. T here is, howe ver, work
n incorporating external data in regres sion . Stingo e t al. ( 2010 )
r oposed a r egr ession of gene expression on micro-RNA, where

he prior probabilities for non-ze ro coefficie n ts depe nd on a ce r-
ain simil arity s cor e, wher e as Sting o et al. ( 2011 ) inc orporate d
a th way informa tion. As a nothe r exa mple, Quin ta na a nd Con ti
 2013 ) proposed a Bayesia n va riable selection framework where
rior inclusion probabilities depend on me ta-cov ari ates. 
Closer to our work, Bu and L ederer, 2021 ; Higg in s e t al., 2018 ;
g e t al., 2012 ; Pined a-Pardo e t al., 2014 propos e grap hical
 ASSO ( GL AS SO ) fra meworks whe re pe nalization pa ra mete r
epends on 1 ne twork. Pe ters on e t al. ( 2015 ) c onsidere d mul-

ip le grap hical models whe re prior ed ge inclusion probabilities
a n be e nc ourage d to res emb le a n exte rn al netw ork. The m ain
iffe re nce with our work is that these authors considered that
l Biome tric Socie ty. Thi s i s a n Ope n Ac c ess a rticle dis tributed unde r the te rms of the 
ich permits unre stricted re use, dis tribution, a nd reproduction in any me dium, provide d 
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FIGURE 1 Estim ate d residual partial c orr ela tions in COVID-19 infections (adjusted for cov ari ates) for all pairs of counties ( y -axis) vs the 
c ounties’ c onne ction in 2 network datasets ( x -axis). Left: Geo grap hical clos enes s ne tw ork define d as 1 / log (Ge odis tance ) . Ri gh t: log -Fac ebook 
c onne ctivity index. The gray lines show the spike-a nd -slab dis tributions fitted to the estim ate d partial corr ela tions, as a function of the network 
data. 
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one has strong grounds to believe that the single external d atas e t
pr ovides useful informa tion. He nce, the re is no need to learn the
r ela tion betw e en the GGM and the external data. In con tras t, we
r egr ess the GGM on multiple external dat asets, e s timate a nd in-
terpret the corresponding pa ra mete rs. We use a spike-a nd -slab
model to as s es s whe ther the external data is indeed as s oci ated
to the GGM’s structure: the edge probability, the mea n a nd va ri -
ance of non-zero partial corr ela tions . As a se c ondary c ontribu-
tion, we extend the GLASSO framework of Ng et al. ( 2012 ) to
allow for multiple network datasets, and to assess whether the
ne twork d a ta ar e informa tive via information cr iter ia. Our exam-
ples show that if the external data w ere non-inform ativ e (inde-
pe nde n t of the GGM’s s tructure), the n infe re nce ca n suffe r un-
less one effe ctiv ely remov es the extern al da ta fr om the model.
S ee S ection 3.2 for a more extensive litera tur e dis cus sion . 

The pa pe r proc e e d s as follow s . Se ction 2 reviews the s ta nda rd
GLAS SO a nd the gra phical spike-a nd -sla b. S e ction 3 introduc es
our netw ork-informe d spike-a nd -slab ( NI-S S ) fra mework a nd
the netw ork-informe d GL ASSO ( NI-GL ASSO ). Section 4 dis-
cus s e s our comput a tional stra tegy. Section 5 us es simul ation s to
shed li gh t on a natural ques tion: what if the ne twork d a ta ar e un-
inform ativ e re ga rding the gra p hical model we s e ek to learn? Se c-
tion 6 shows our results for the COVID-19 a pplication, a nd Sec-
tion 7 c oncludes . Code to r epr oduce our r esults is av ail ab le in
the supplemen ta ry mate rial . 

2 B A C KG R O U N D  A N D  N OTAT I O N  

Let y i ∈ R 

p be the outcome for individuals i = 1 , . . . , n (eg,
log -infe ction rates in p counties at w e ek i ) and X i ∈ R 

p×d co-
v ari at es (eg, t empera tur e or percentage of fully vac cin ate d indi-
viduals in w e ek i across the p c ounties). We ass ume th at y i ∼
N p 

(
X i b, �−1 

)
indepe nde n tly across i , whe re b ∈ R 

d a r e r egr es-
sion coefficie n ts a nd � a p × p positive-definite precision (or
inv erse c ova ria nc e) m atrix. Se e s upplemen ta ry Section A for ex-
ten sion s to non-Gaus si an d ata. To en s ure th at the indepe nde nce
as sumption acros s i is tenab le, one may include l agge d v ersions
of y i into X i . Keeping in mind our target COVID-19 applica- 
tion where cov ari ate effe cts w ere similar across the p counties, 
this mode l assume s th at c ov ari ates h av e the same effe cts on all
p outcomes and hence b ∈ R 

d , r ela tive to the pd pa ra mete rs 
ne e de d in a ge ne ral m ultiva ria te r egr e ssion. Althou gh, we vie w
b as a n uisa nce pa ra mete r, we include it in our Bayesian frame- 
work to account for the unce rtain ty in its est imat ion. This comes 
a t a cost: evalua ting the l ikel ihood r equir es min { d 

2 p 

2 , np 

2 +
n pd} ope ra tions, r ela tive to the O (p 

2 ) ope rations whe n one as-
sume s a zero- mean outcome (see supplemenatry Section B.7 ). A 

fas te r alte rn ativ e is to first estimate ̂  b and then define y i − X i ̂
 b ∼

N p (0 , �−1 ) . This altern ativ e is not reported here, but provided 

similar results in our examples. 
The key novelty is that one o bs erves Q ≥ 1 ne tworks be tween 

v ari ab le s. The se are p × p symmetr ic matr ices A 

(1) , . . . , A 

(Q ) , 
wher e a (q ) 

jk measur es str ength of the c onne ction betw e e n va ri -

ables ( j, k) . In our COVID-19 example, a (1) 
jk is the geographical 

clos enes s be tw e en c ounties ( j, k) , a (2) 
jk their Fa ce book connec- 

tion index, and a (3) 
jk their flight c onne ctivity. We ass ume th at the 

ne twork d a ta ar e fixe d, th at is, w e do not fit any model to said
d ata. Each ne tw ork m ay c ontain bin ary ( a (q ) 

jk ∈ { 0 , 1 } ), c ount

( a (q ) 
jk ∈ N ) or real ( a (q ) 

jk ∈ R ) e n tries. 
Assuming y i ∼ N p 

(
X i b, �−1 

)
, then (y i j , y ik ) are indepen- 

de n t give n the re maining ele me n ts in y i (a nd X i ) if a nd only if
� jk = 0 . We denote partial corr ela tions by 

ρ jk := corr (y i j , y ik | y i { 1 , ... ,p}\{ j,k} ) = − � jk √ 

� j j �kk 
. (1) 

GLAS SO (Yua n a nd Lin, 2007 ; Frie dm an et al., 2008 ) is a 
popula r a ppro ach to sp arse ly e stimate � by maximizing the 
Gaus si an lo g-l ikel ihood plus a LAS SO pe nalty. While alte rna- 
tives exist (eg, Fan et al., 2009 ) a practical appeal of GLASSO 

is that it defines a c oncav e pro b lem allowing for fast optimiza- 
tion . A Bayesi a n a nalo gue is to o btain the pos te rior mode unde r

https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
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ndepe nde n t Double Expone n tial priors (Wa ng, 2012 ). While
uch a prior encourages values of � jk that are shrunken toward 0,
t does not qua n tify the pr obability tha t � jk = 0 and thus con-
uct edge s election . Thi s i ssue can be addres s ed using a spike-
 nd -slab fra mework (Ga n et al., 2019 ). Ca rte r e t al. ( ) propos ed
a ra mete r ising the pr ior on � in terms of the parti al correl ation s,
oth facilitate the prior’s in te rpr eta tion and to ensure that the
os te rior mode is inv ari a n t to scale transform ations, th at is, the
stim ate d ρ jk ’s remain the same if one applies a scale transforma-
ion to Y . 

3 M O D E L  

3.1 Spike-a nd-slab fra mewo rk 

e propose a framework to r egr es s parti al correl ation s ρ jk on
ultip le ne twork d atas e ts. We s ee k to de scribe how the propor-

ion of non-zero partial corr ela tions, as well as their mean and
 ari ance, depend on the netw orks . To address this we extend
an et al. ( 2019 ). The m ain nov elty is th at both the slab prior

robability and its pa ra mete rs depe nd on network data. In par-
icul ar, the sl ab ne e d not be c e n te r ed a t 0, a fea tur e tha t is novel

to our kno wledg e—even in simpler r egr es sion s e ttings and
 ay h av e some indepe nde n t in te res t. We s e t a prior den sity 

π (ρ | η) = C ηI ( ρ � 0) 
∏ 

j>k 

( 1 − w jk ) DE (ρ jk ; 0 , s 0 ) 

+ w jk DE 

(
ρ jk ; ηT 

0 a jk , s jk 
)

w jk = 

(
1 + e −ηT 

2 a jk 
)−1 

, s jk = s 0 (1 + exp 

{
ηT 

1 a jk 
}

) , 

(2) 

here C η is the normalizing cons ta n t, which depe nds on η =
(η0 , η1 , η2 ) ∈ R 

3(Q+1) . The spike is a double-expone n tial with
 mean and small scale s 0 meant to capture near-zero partial
orr ela tions ρ jk . T he sla b has lar ger v ari ance and captures non-
ero ρ jk . The slab prior probability w jk follows a logistic r egr es-
ion on the network data a jk = (1 , a (1) 

jk , . . . , a 
(Q ) 
jk ) T , its mean

T 
0 a jk depe nds linea rly on a jk a nd its va ria nce s jk is la rge r tha n
 0 by a factor that al so depend s on a jk . Our default spike prior
 ari anc e is s 0 = 0 . 003 , c onsidering th at | ρ jk | < 0 . 01 are prac-
ically irreleva n t, se e s upplemen ta ry Section B.2 for details a nd
upplemen ta ry Section C.8.3 for a s en sitivity analysis to s 0 . We
 e t indepe nde n t uninform ativ e 

√ 

�ii ∼ IG (0 . 01 , 0 . 01) , and
(� | η) = π ( diag ( �)) π ( ρ | η) . For the r egr ession coeffi-

ie n ts, we s e t a minimally informative prior b ∼ N d (0 , 5 

2 ) . 
Importa n tly, positive e n tries in η0 and η1 indicate that the
ea n a nd va ria nc e (respe ctiv ely) of the non-ze ro pa rtial corre-

 ation s increas e for l a rge r network values a jk a nd, simila rly, posi -
ive η2 indicates a hi ghe r probability of a non-ze ro pa rtial corre-
ation for la rge a jk . Ze ro e n tries in η indicate a lack of association.

There may be cases where the network cov ari ates mainly affect
he edge inclusion probabilities, or the mea n/va ria nce of non-
e ro pa rti al correl ation s, but not all 3 compone n ts. One ca n in-
pect the pos te rior dis tribution of (η0 , η1 , η2 ) to decide what
ompone n ts a re needed, for exa mple, if the 95% pos te rior in-
erval of η0 k contains 0 then one may s e t it to 0 (see Section 6
 nd supplemen ta ry Section C.8.2 ). As d isc ussed in Section 4 ,
e s e t Gaus si an priors on η. Thi s i s for simplicity, g iv en th at our
OVID-19 example only has Q = 3 networks, and that most

a rlie r lite ra tur e used Q = 1 . In settings with la rge r Q , a shrink-
ge or a selection prior (eg, spike-a nd -slab) on η may be more
 en sib le. Becaus e of the cons train t I (ρ � 0) the marginal prior
(ρ jk | η) could be fairly diffe re n t from the unc onstraine d den-

ity inside the product in ( 2 ), then w jk could not be in te rpreted
s the prior probability of an edge, and similarly for ηT 

0 a jk and
 jk . To address this, we elicit a prior π (η) such that the indicator
 (ρ � 0) is satisfied with high prior pro bability, s ee Section 4.1 .

The l inear pred ictor s (ηT 
0 a jk , η

T 
1 a jk , η

T 
2 a jk ) in ( 2 ) can be gen-

r aliz ed to a s emi-parame tric additive model, by simply repla cin g
 j,k by a suitable basis (eg, splines), a nd a pplying our method-
 lo gy as prese n ted. Supplemen ta ry Fi gures C.6 –C.7 show that,
hile not perfect, the linearity as sumption s wer e r eas onab le for

he COVID-19 exa mple, he nc e w e focus on thes e for simp licity.
In ( 2 ), η = (η0 , η1 , η2 ) ∈ R 

3(Q+1) drive the r egr ession of
he partial corr ela tions onto the network data, a main qua n tity
f in te res t in our fra mework. A s ta nda rd s trat egy t o learn such
ype r-pa ra mete rs is empirical Bayes, where one maximizes the
 argin al posterior 

ˆ η := arg max 
η

π (η | Y ) 

= arg max 
η

∫ 

e � (Y ;b, �) π (b, � | η) π (η) d�db

here � (Y ; b, �) is the log-l ikel ihood of y i ∼ N p 
(

X i b, �−1 
)

,
 nd the n infe re nc e on (b, �) is base d on the empirical Bayes
os te rior 

π (b, �| Y , ˆ η) = e � (Y ;b, �) π (b, �| ̂  η) . 

ne could use the joint posterior π (b, �, η| Y ) for inference on
and η, but empirical Bayes performed better in our experi-

e n ts . Se e G i annone e t al. ( 2021 ) for a rel ated dis cus sion on the
se of empirical Bayes with spike-a nd -slab r egr ession in social
cie nce a pplications. 

3.2 Co mpa ris o n to NI-GLASSO 

s d isc ussed, Ng et al. ( 2012 ) and Pineda-Pardo et al. ( 2014 ) al-
ow e d the GLASSO re gul arization parame t er t o depend on net-
 ork data. In s uch pen alize d li keli hood frameworks, it is cus-

 omary t o subtract the es timated mea n X i ̂
 b from y i , and subse-

ue n tly assume y i − X i ̂
 b ∼ N p (0 , �−1 ) . The authors proposed

st imat ing 

ˆ � = arg max 
�∈S p + 

log det (�) − tr (S �) −
∑ 

j � = k 

λ jk | � jk | . (3)

ach � jk gets a diffe re n t pe nalty λ jk , which is a pre-spec i fied
unction of the network data. Both authors allow λ jk to de-
end on only 1 network a jk and h ard-c ode th at larger a jk results

n smaller penalization λ jk . In con tras t , our f ra mework lea rns
hether ρ jk should depend on a jk and, if so, how. That is, we

 egr ess the GGM on the network. We also consider multiple net-
orks, as is neces s ary to dis entangle their effects, for example,
avin g more Fa ce boo k connection s be twee n coun ties vs being
los er geo grap hically. 

https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
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We als o con sider a smal l but practical ly importa n t exte nsion of
the GLASSO methods, as a se c ondary c ontribution of our paper.
We spec i fy 

λ jk = λ jk (A 

(1) , . . . , A 

(Q ) ) = exp 

⎧ ⎨ 

⎩ 

β0 + 

Q ∑ 

q =1 

βq a 
(q ) 
jk 

⎫ ⎬ 

⎭ 

, (4)

where β = (β0 , . . . , βQ 

) ∈ R 

Q+1 are hyper-parameters. Un-
like in Ng et al. ( 2012 ) a nd Pineda-Pa rdo et al. ( 2014 ), we learn
if the network affects the graphical model via positive or negative
β ’s, a nd conside r the possibil ity of exclud ing s ome ne tw orks . If
a network dat aset doe s not provide useful information about �,
then one may s e t βq = 0 to avoid a ddin g unneces s ary nois e to
ˆ �. We call this method NI-GLASSO . 

Two s ta nda rd s trat egies t o estimat e β ar e cr os s-v alid ation and
the Bayesian information cr iter ion (BIC). The former is more
suitable for prediction than when seeking to explain the dat a -
ge ne rating truth, for example, it does not lead to consis te n t
mode l se le ction ev e n in simple r linea r r egr e ssion (Foyge l and
Drton, 2010 ; Zhang et al., 2010 ). We consider 

ˆ βBIC 

: = arg min 

β∈ R Q+1 
BIC (β) = −2 � (Y ; 0 , ˆ �(β)) 

+ 

∣∣E ( ̂  �(β)) 
∣∣ · log n, (5)

where � (Y ; 0 , ˆ �) is the log-l ikel ihood for ce n te r ed da ta ( 3 )
and | E ( ̂  �(β)) | is the number of edges as s oci ated with 

ˆ �(β) .
Supplemen ta ry Se ction B.6.2 c ontains a c omparison with the ex-
t ended BIC . 

For a fixed β , the NI-GLASSO in ( 3 ) is a speci al cas e of
the GOLAZ O of Lauritz e n a nd Zwie rnik ( 2022 ). It is a con-
vex pro b le m whe re ˆ �(β) ca n be efficie n tly found using a block-
c oordin ate asc e n t al gorithm. In cases whe re the re a re only Q =
1 or Q = 2 external networks and p is moderate ( p ≤ 200 , say),
ˆ βBIC 

can be found with a grid s earch . How ev e r, grid sea rches a re
v ery c ostly when Q ≥ 3 and p is large. In such s e t tings, we pr o-
pose using Bayesian opt imizat ion, in part icular the R package
rBayesianoptimisation (Yan, 2016 ). 

Finally, it is in te res ting to compa re NI-GLAS SO in ( 3 ) with
our NI-SS in ( 2 ). The Bayesian interpr eta tion of ( 3 ) is that � jk ’s
arise from a Lap l ace random effects distribution with 0 mean and
pr ior var ia nce Va r 

[
� jk | β, A 

] = 2 /λ2 
jk . From ( 4 ), 

log Var 
[
� jk | β, A 

] = log (2) 

− 2 

(
β0 + β1 ̄a 

(1) 
jk + . . . + βQ ̄

a (Q ) 
jk 

)
. (6)

This log-linear model for the va ria nce of the precision matrix
e n tries is simila r to that for the slab va ria nc e in ( 2 ). How ev er,
( 2 ) is more flexible in that also the probability of a non-zero par-
ti al correl ation and their mean value (ar gua bly, mor e inter esting
tha n their va ria nce) a r e r egr es s ed on the networks. For example,
Figure 1 su gge sts that the mean and proportion of non-zero par-
ti al correl ation s increas e as counties get more c onne cte d both
geo grap hically and on Fa ce book. 
4 P R I O R E L I C I TAT I O N A N D  I N F E R E N C E 

4.1 Hype r-pa ra mete r p rio r e licitatio n 

To comp le te our model, w e spe c i fy a prior π (η) on the hyper- 
pa ra mete r s. Our guid ing principle is to s e t a minimally informa- 
tiv e prior, so th a t da ta m ay s uitab ly upd ate prior beliefs, while
e ncouraging spa rs e s o lution s and pres e rving the in te rpretability 
of ( 2 ). We s e t π (η) to be propor t ional to C 

−1 
η t ime s inde pen-

de n t Gaus si an priors on (η0 , η1 , η2 ) . Adding the term C 

−1 
η helps 

simp lify computation s, since then C η drops from the pos te rior 
de nsity π (�, η | y ) . Wa ng ( 2015 ) a rgue d th at s uch canc ellation
of prior normalization cons ta n ts does not adv ersely affe ct spike- 
a nd -slab priors in graphical model settings (as long as the con- 
s ta n t affects hype r-pa ra mete rs η but not pa ra mete rs �, as in our
case). 

The prior on η2 , which drives the prior probability of an edge, 
w as s e t s uch th at the prior mea n n umbe r of ed ges is proportional
to p and henc e induc es sparsity. The prior parameters were also 

s e t such that the prior s amp le size can be thought of as 1, in anal-
ogy to the s ta nda rd default Beta (0 . 5 , 0 . 5) prior in a Binomial
expe rime n t. The prior on η1 was set such that the prior mode of 
the slab’s scale is 10 s 0 and gr ea ter than 3 s 0 with probability 0.99, 
that is, the slab ca ptures pa rti al correl ation s of a la rge r magni -
tude than the spi ke. Final ly, the prior on η0 was set such that the 
slab has 0 prior mean and s uch th at s amp ling entries of ρ inde- 
pe nde n tly from the double-expone n tial priors in ( 2 ) returns a 
positiv e-definite m atr ix with 0.95 pr ior proba bility. T his ensures 
that π (ρ | η) is similar to its uncons trained ve rsion whe re one 
drops the positive-definit eness indicat or, as otherwise w jk can- 
not be in te rpreted as the marginal slab probability. 

Supplemen ta ry Fi gure B.1 plots the implied prior m argin al 
distribution on the ρ jk ’s for our app lication s. The prior concen- 
tra tes a t 0 but also fea tur e s thick t ail s to capture true non- zero
ρ jk ’s . The c orresponding pos te riors (bottom pa nels) s e t signif- 
ica n t mas s aw ay from 0, su gge sting that the pr ior shr inkage to-
ward 0 was not exc essiv e. Supplemen ta ry Section B.2 provides 
further details. 

4.2 Poste rio r infe re nce 
The full pa ra mete r of in te res t is ( b, diag ( �) , ρ, η) , where η =
(η0 , η1 , η2 ) are the hyper-parameters in ( 2 ). In our frame- 
work, η is par t icularly interest ing as it de scribe s whether and 

how the GGM depends on the network data. To a pproxi - 
mate the pos te rior dis tribution π ( b, diag ( �) , ρ, η | y ) , we 
us ed Hamiltoni an Monte Carlo. We dev elope d an R imple- 
me n tation in Stan (Ca rpe n te r et al., 2017 ), a nd a Python 

imple me n tation using the NumPyro package (P h an et al., 
2019 ), se e s upplemen ta ry Sections B.1 a nd B.3 for details. 
NumPyro provides si gnifica n t c omputation al savings via fas te r 
automa tic differ entia tion and the use of GPUs. Supplementary S 

ection E shows an order of magnitude speed ups even in simple 
s e ttings. 

The output of both imple me n tations is L pos te rior sa mples 
( b (l) , diag ( �(l) ) , ρ(l) , η(l) ) for l = 1 , . . . , L . Of pa rticula r in-
te res t to us is est imat ing the posterior probability for the pres- 
e nce of a n ed ge betwee n a ny 2 nodes ( j, k) , that is, that the
parti al correl ation ρ jk w as ge ne rated b y the sl ab in ( 2 ). To eas e
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ota tion r e-wr ite the pr ior ( 2 ) as 

π (ρ jk | η) = (1 − w jk (η)) π0 (ρ jk | η) 

+ w jk ( η) π1 ( ρ jk | η) , (7) 

here π0 (ρ jk | η) is the spike density, π1 (ρ jk | η) the slab den-
ity, and w jk (η) the slab probability. Let z jk = 1 indicate that ρ jk 
as ge ne ra ted fr om the slab and z jk = 0 tha t it ar ose fr om the

pike, that is, P (z jk = 1 | η) = w jk (η) . Consider the m argin al
os te rior probability 

P (z jk = 1 | Y ) 

= 

∫ 

P (z jk = 1 | ρ jk , η) π (ρ jk , η | Y ) dρ jk dη, (8) 

her e fr om Bayes rule 

P (z jk = 1 | ρ jk , η) 

= 

w jk ( η) π1 ( ρ jk | η) 
(1 − w jk (η)) π0 (ρ jk | η) + w jk (η) π1 (ρ jk | η) 

. 

(9) 

ive n L pos te rior sa mples (ρ(l) , η(l) ) from π (ρ, η | Y ) , ( 8 )
ay be estimated by 

ˆ P (z jk = 1 | y ) = 

1 

L 

L ∑ 

l=1 

P (z jk = 1 | ρ(l) 
jk , η

(l) ) . (10) 

he description above applies in a full Bayesian tr ea tment wher e
has a pos te rior dis tribution. In our empirical Bayes framework,
e simply replac e d η and η(l) by ˆ η in ( 7 )–( 10 ). 
Our decision rule is to claim a non-ze ro pa rti al correl ation
jk � = 0 when 

ˆ P (z jk = 1 | y ) ≥ 0 . 95 . The 0.95 threshold guar-
 n te es th at the pos te rior expe cte d fal se di sc ov ery proportion is
elow 0.05 (Müller et al., 2004 ), and is a common default to con-

ro l fals e positiv es . 

4.3 Empiric a l Bayes 
he empirical Bayes estimate ˆ η (Section 3.1 ) r equir es ma rginal -

 zing the jo in t pos te rior π (b, �, η | y ) . Give n L pos te rior sa m-
les (b (l) , �(l) , η(l) ) for l = 1 , . . . , L fr om the la t te r, b y defini -
ion η(l) are s amp les from π (η | y ) . Then, for example, one may
btain 

ˆ η by maximizing a ke rnel de nsity es timate of π (η | y ) .
iv en th at the ac curacy of density estimators degrades with di-
ension, in our examples when dim (η) > 2 , we instead ob-

aine d m argin al mode estim ators ˆ η j = arg m ax η j 
π (η j | y ) . 

5 S I M U L AT I O N  ST U DY  

e c onducte d simul ation s to i l lus trate two importa n t practi -
al points, for simplicity in the case where the outcome Y has
 mea n. Firs t, that whe n the ne twork d a ta ar e informa tive r e-
a rding the s tructure of the GGM, incorporating s aid d ata im-
r oves infer enc e. Se c ond and just as important, that when the
e twork d a ta ar e use le ss (ie, our model i s mi sspec i fied) infer-
nce does not suffer too much. To this end, w e c ompare d stan-
a rd GLAS SO with the NI-SS of Section 3.1 and to the NI-

GLAS SO exte nsion of Ng et al. ( 2012 ) and Pineda-Pardo et al.
 2014 ) of Section 3.2 in several s e ttings. We als o con sidered the
iGGM method of Higgins et al. ( 2018 ) which is analogous to
he NI-GLASSO in ( 3 ) but hyper-parameters enforce the as-
 umption th at the netw ork da ta ar e r ela t ed t o �, rathe r tha n
earning from data whether this is the case or not. We c onsidere d
 s e ttin g with a sin gle bin ary netw ork A with e n tries a jk ∈ { 0 , 1 }
 nd conside red p = 50 and s amp le sizes n ∈ { 100 , 200 } (results
or p = 10 and n = 500 are in supplementary Figures B.2 and
.3 ). We then generated 50 independent d atas e ts where y i ∼
 (0 , �−1 ) . We s e t the d at a -ge ne rating � to h av e unit diago-

al a nd mos t non-ze ro e n tries along the main tri-diagonal ( � jk 
here | j − k| = 1 ). Spec i fically, a proportion of 0.95 of the tri-

diagonal e n tries we re s e t to non-zero v alues uni for mly spac e d
n [0.2,0.5]. Rega rding e n tries outside the main tri-diagonal (ie,

jk where | j − k| > 1 ), a proportion of 0 . 5 /p were s e t to be
ni for mly spac e d in [ −0 . 1 , 0 . 1] (ie, the n umbe r of ed g es gro ws

inearly with p). 
We consider a set ting wher e the network data are use le ss (in-

epe nde n t network), a nd 2 s e t tings wher e they ar e incr easingly
nform ativ e. In the former s e tting, our prior model ( 2 ) is fully

isspec i fied, since neither the proportion of non-zero � jk , their
ean or v ari ance depend on the network data. 
To measure the degree to which the network data a jk ∈ { 0 , 1 }

r e informa tive, we count the proportion of ove rla ps whe re
 jk = I (� jk � = 0) , that is, the pres ence/abs ence of an edge in
he network A matches that of a n ed ge in �. We c onsidere d the
o llowing s e ttings: 

(1) Indepe nde n t network: The tri -diagonal ele me n ts of A
are s e t s uch th at h alf of the m a re 1 a nd half of them 0,
equally for the ele me n ts outside the main tri-diagonal,
half of these are 1 and half of these are 0. This led to a
0.533 and 0.502 proportion of edges tha t agr ee between
A and I (� � = 0) for p = 10 and 50, respe ctiv ely. 

(2) Mi ld ly inform ativ e netw ork: The tri-diagon al ele me n ts
of A are s e t s uch th a t the pr oportion of a jk = 1 is
0.75, altern ativ ely for the ele me n ts outside the main tri-
diagonal the proportion of a jk = 1 is 0.25. This led to a
0.778 and 0.747 proportion of edges tha t agr ee between
A and I (� � = 0) for p = 10 and 50, respe ctiv ely. 

(3) Str ongly informa tive network: The tri-diagonal ele-
me n ts of A are s e t such that the proportion of a jk = 1 is
0.85, altern ativ ely for the ele me n ts outside the main tri-
diagonal , the proport ion of a jk = 1 is 0.15. This led to a
0.867 and 0.844 proportion of edges tha t agr ee between
A and I (� � = 0) for p = 10 and 50, respe ctiv ely. 

Supplemen ta ry Section B.6.3 shows an additional simulation
here our prior is partially misspec i fied and the network is only

nform ativ e about the mean of non-zero � jk , but not about their
roportion / v ari ance. 
For each s e t ting, we r eport the mea n squa red es t imat ion er-

or (MSE), the false disc ov ery rate (FDR ), and the false ne ga-
iv e rate (FNR ) (Be nj a mini a nd Hochbe r g, 1995 ). T he FDR is
he expe cte d proport ion of false posit iv e e d ges a mong the ed ges
eport ed t o be prese n t, a measure of type I e rror, whe reas the
NR is the expe cte d proportion of false ne gativ es among those
ot reported, which measures type II error. For the GLASSO

https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data


6 � Biometrics , 2024, Vol. 80, No. 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/biom

etrics/article/80/4/ujae151/7925443 by guest on 03 January 2025
methods, a n ed ge is decla red if the estimate of ρ jk was non-zero
(rounded to 5 decimal p l aces). 

Figure 2 prese n ts the res ults . Adding netw ork da ta impr ov e d
the spike-a nd -slab MSE a nd FNR whe n the network da ta wer e
mi ld ly or strongly inform ativ e ( A 0 . 75 a nd A 0 . 85 ), whe r eas it a t-
tained similar perform anc e to the standard spike-and-slab in the
uninform ativ e netw ork s e tting (A ind ) . The FDR did not no-
tic eably improv e, but it w as alw ays con sis te n tly below the usu-
ally ac c epte d lev el of 0.05. The MS E of the NI-GLASSO be-
h av e d similarly, impro vin g when the netw orks w ere inform a-
tive and not deteriorating dras tically whe n the network was un-
inform ativ e. How ev er, while the FDR improv e d when the net-
w orks w ere inform ativ e it was si gnifica n tly a bove the 0.05 le vel.
For la rge r p, the NI-S S also improv e d the MS E c ompare d with
the ne twork-GLASSO me thods. Thes e findings su gge st that the
spike-a nd -slab form ulations te nd to a t tain bet te r infe re nc e th an
the GLAS SO coun te rpa rts. Howeve r, the la t ter may be more ap-
pealing in s e ttings with pre ssing comput ational de ma nds. For ex-
ample, in the p = 50 , n = 100 , A . 85 s e tting GOLAZO too k just
ove r 5 min, whe reas the NumPyro NI-S S imple me n tation took
close to 20 min (and Stan nearly 2 h), see supplemen ta ry Secti
on E . 

In con tras t to NI-S S a nd NI-GLAS SO , the pe rforma nce of
siGGM was poor when the network data were use le ss ( A ind ), il-
lustrating the practical value of assessing whether the network
data is useful for infe re nce, as done in our 2 frameworks. In the
inform ativ e netw ork d ata s e ttings, the pe rforma nce of siGGM
improv e d, although its MSE was hi ghe r tha n for our me thodo l-
ogy, and the FDR levels were significantly above 0.05. 

6 COV I D - 1 9 I N F E C T I O N R AT E S  

We downloade d w e ek ly COVI D-19 infect ion ra tes fr om CSSE
( 2020 ) for the period January 22, 2020 to November 30, 2021
( n = 97 w e eks) for all U SA c oun ties ( > 3 , 000 ). We the n it-
e ratively clus te red nei ghboring coun tie s with s mall popul ation s
unti l al l aggr ega ted counties had at least 500 000 inhabita n ts, ob-
taining 332 aggr ega ted counties in total (see supplemen ta ry Sec
tion C.3 for full details ). F or simplicity on war d, we r efer to ag-
gr ega ted counties simply as counties. The reason for clus te ring
counties was 2-fold. First, the w e ekly infe ction rates for smaller
coun ties a re s ubje ct to hi gh va ria nce, a nd he nce le ss re liable than
when grouping c ounties . Se c ond, w orking with > 3000 counties
results in a GGM with > 4 500 000 pa ra mete rs, which imposes
serious c omputation al bottlene cks . 

We defined the outcome of in te res t as the coun ty log-infection
ra tes, tha t is, lo g infection s rel ative to the county’s popul ation .
Our goal is to study the dis eas e c o-ev olution after ac c ounting for
fa ctors drivin g the mea n s tructure. To this e nd, w e include d c o-
v ari at es t empera tur e, vac cin a tion ra tes, an index measuring the
s tringe ncy of pa nde mic measures (CS SE, 2020 ), a weekly fixed
effect te rm es t imat ing the mean infections across all counties in
that pa rticula r w e ek, a nd a firs t-orde r auto-r egr essive term mea-
s uring the infe ction ra te in the pr evious w e e k into the mode l. See
supplemen ta ry Section C a nd the supple me n ta ry code for the
d ata co llection, pr e-pr ocessing, and r esidual checks as s es sing the
linea rity a nd norm ality ass umptions, and th at hi ghe r-orde r auto-
r egr es sive term s are not ne e de d. 
The goal is to r egr ess the residual partial corr ela tions betw e en 

c ounties, which meas ure the exte n t to which COVID-19 co- 
ev olv e d in these counties, on 3 netw ork datasets . These are a 
geo grap hical clos enes s ne twork A 1 where a (1) 

jk is the r ecipr ocal 
of the log -ge ogra phic dis ta nc e betw e en c ounties ( j, k) (hence 
la rge r values indicate smalle r dis ta nc e), a Fac eboo k ne twork A 2 

where a (2) 
jk is the log -Fac ebook c onne ction index betw e en ( j, k) , 

and a flight network A 3 where a (3) 
jk is the logarithm of 1 + the 

fli gh t pas s e nge r flow betw e en ( j, k) (se e s upplemen ta ry Sec
tions C.2 and C.6 for more de tails). Pears on’s correl ation be- 
tw e en A 1 and A 2 is 0.746, that is, the networks provide ove rla p- 
ping information that we wish to dise n ta ngle. We s ta nda rdized 

the networks to all have off-diagonal e n tries with mean 0 and 

v ari ance 1. 
As a first exercise, we used NI-GLASSO to determine what 

ne twork d atas e ts ar e informa tive with respect to the target par- 
ti al correl ation s. Supplemen ta ry Table C.1 shows a s umm ary 
comparing the 8 models defined by the inclusion/exclusion of 
each network data. The model a t taining the best BIC value in- 
cludes the geo grap hical and Fa ce boo k ne tworks, su gge sting that 
they both carry relevant information to help learn the graph- 
ical model, but not the fli gh t network. To furthe r as s es s the 
r ela tiv e perform anc e of the 8 models, we undertook a 10-fold 

cros s-v alid ation exercis e where we as s es s ed the lo g-l ikel ihood 

(as a measure of pre dictiv e ac curacy) in a n out-of-sa mple fash- 
ion. The models incorporating the Facebook and geographical 
ne twork als o pe rformed m uch bette r tha n s ta nda rd GLAS SO 

ac c ording to this pre dictiv e cr iter ion, despite being si gnifica n tly 
spa rse r (1197 vs 2637 edges). 

We then applied our NI -SS fr amework to obtain further in- 
si gh ts in to how the proportion of e dge c onne ctions, as w ell as 
the mea n pa rti al correl ation, depend on the 3 netw orks . Supple 
men ta ry Se ction C.8 s umm a rizes our sa mpling proc e dure. Fig - 
ure 1 disp l ays the fitted spike-a nd -slab dis tribut ion as a funct ion 

of both the geo grap hical clos enes s and Fa ce boo k ne tw orks . The
corresponding plot for the fli gh t network is in supplemen ta ry F 

igure C.5 . Table 1 prese n ts the corresponding (empirical Bayes) 
hype r-pa ra mete r es timates, a nd Fi gure 3 disp l ays the estim ate d
prior slab mean and prior slab probability as functions of the 
netw orks . Re call th at positiv e e n tries in η0 and η1 indica te tha t 
the mean and v ari anc e (respe ctiv ely) of the non-zero ρ jk , that is, 
the slab location and va ria nce pa ra mete rs, increase for coun ties 
tha t ar e str ongly c onne cte d in the netw ork. Similarly, positiv e en- 
tries in η2 indicate a hi ghe r probability of the re being a non-zero 

parti al correl ation be tw e en s uch c ounties . Table 1 henc e shows 
th at c oun ties s trongly c onne cte d in the Fa ce book ha d more non-
ze ro pa rti al correl ation s (rel ative to less connected counties), 
and th at c ounties strongly c onne cte d in the Fa ce book and ge- 
o grap hic ne tw orks h ad la rge r non-ze ro pa rti al correl ation s. The
fli gh t pas s e nge r ne twork w as estim ate d to h av e no effe ct on there
being a non-zero partial corr ela tion, nor on their mean, as both of 
their cred ibil ity in te rvals con tain 0, a nd a mild effect on the va ri -
ance of non-zero partial corr ela tion (in agree me n t with the BIC 

and cros s-v alid ation results in supplemen ta ry Ta ble C.1 ). T he 
coefficie n ts for the Fa ce boo k ne twork are l arger in abs o lute v alue
than those of the geo grap hical ne twork indica ting tha t the Face- 
boo k ne tw ork h as a s tronge r as s oci ation with the depe nde nce on 
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FIG URE 2 Simul a tion r esults with p = 50 under non, mi ld ly, a nd s tr ongly informa tive networks A ind , A 0 . 75 , and A 0 . 85 . For SS and NI-SS 
mode ls, edge s de clare d whe n pos te rior probability > 0 . 95 . 
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TABLE 1 NI-SS empirical Bayes (m argin al MAP) e stimate s and 95% posterior intervals for COVID-19 data. 

In te rcept A 1 A 2 A 3 

η0 (slab location) −0.002 0.007 0.024 0.006 
95% in te rval ( −0.006, 0.003) (0.002, 0.011) (0.021, 0.028) ( −0.001, 0.009) 
η1 (slab d isper sion) 2.874 0.025 0.043 −0.162 

95% in te rval (2.661, 3.092) ( −0.033, 0.084) ( −0.026, 0.113) ( −0.247, −0.082) 
η2 (slab probability) −3.797 0.111 1.066 0.069 
95% in te rval ( −4.291, −3.423) ( −0.033, 0.258) (0.899, 1.286) ( −0.069, 0.221) 
A 1 , A 2 , and A 3 : netw orks define d by 1 / log (Ge odis t ) , log (F a cebook) , a nd log (1 + F lights ) . Bo ld v alues wher e the cr ed ibil ity in te rval doe s not include s 0. 

FIGURE 3 COVID-19 data: Slab location (left) and slab probability (ri gh t) as a function of the 3 networks estimated by empirical Bayes. 
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COVID-19 rates. This is further i l lustra ted in Figur e 3 . Table 1
su gge sts that some hype r-pa ra mete rs could be set to 0, for exam-
ple, the re isn’t s trong evide nc e th a t the slab loca tion depends on
the fli gh ts network ( A 3 ). Supplemen ta ry Section C.8.2 provides
addition al res ults for the case whe re the e mpirical Baye s e stimate
for a ny pa ra mete r whose 95% cred ibil ity in te rvals con tains 0 is
s e t to 0. Ove rall, Fi gure 3 and Table 1 help interpret the GGM,
in terms of when one expects an edge to be present and/or h av e
a pa rticula r si gn. 

To furthe r inves ti gate the effects of including ne twork d ata,
supplemen ta ry Table C.3 compa res the n umbe r of ed ges se-
le cte d by the NI-SS to those of an SS prior using no network data.
The former re turn s a den s er grap hical model, and both declare
con siderab ly fewer edges than the pen alize d li keli hood methods.
These findings agree with those of Section 5 , where the more
con s erv a tive na tur e of the spike-a nd -slab resulted in a good FDR
con trol. He nce, supplemen ta ry Table C.3 su gge s ts that NI-S S
increases the power to detect edges that would be mis s ed if the
ne twork d a ta wer e not include d. Such extra e d ges (Fi gure 4 ) oc-
cur both betw e en ge ographically close and more distant coun-
ties, for example, gov erne d by the same party. 

COVID-19 diffuses locally, and it is, ther efor e, not surpris-
ing that the geo grap hical distance network was informative. The
gr ea te r importa nce assi gne d to the Fac eboo k ne twork by our
model is, how ev e r, in tri guing. Individuals who a re c onne cte d in
s oci al ne tworks t end t o h av e simila r backgrounds a nd political
lea nings, a nd to be exposed to simil ar information . Such a sh are d
ba ckground may lea d to similar a t titudes towar d health pr even-
tion, a nd he nce simila r infection risks, exp l aining this depen-
de nce. For exa mp le, Allcott e t al. ( 2020 ) found that po litical be- 
liefs we re s trongly tied to behavior during the COVID pa nde mic, 
more spec i fically that Repub lican s practis ed les s s oci al dis ta nc- 
ing. Our study reveals a similar as s oci ation be tw e en s oci al medi a 
and health outc omes . 

7 D I S  C U S S  I O N 

We hope that our framework to r egr ess a graphical model on 

ne twork d ata has in te res t beyond our mot ivat ing COVI D-19 

a nd s tock ma rket a pp lication s ( supplemen ta ry Section D ). The 
spike-a nd -slab provides a rich depiction for the probability that 
pa ra mete rs a re non-ze ro as well as the di stribution of non- zero 

pa ra mete rs. Such a framework should find appl icabil ity in many 
other pro b lem s, for examp le, high-dimen sion al re gre ssion or fac - 
tor mode ls. Our re sults showed that the external (network) data 
w as particul arly helpful in situa tions wher e the pr o b le m dime n- 
sion w as l arge rel ative to the s amp le size n , as is often the case
in app lication s . Further, w e o bs erv e d th at the ability to learn
hype r-pa ra mete rs a meliorate d the c on s e quenc es in a w orst-
cas e s c en ario where one introduces uninformative external 
data. 

Future work could consider richer models for how the GGM 

depends on the ne tworks, for examp le, non-parame tric, or situ- 
a tions wher e the graphical model and as s oci ated ne twork d ata 
v ary acros s time. Another interesting avenue would be devel- 
oping c omputation al methods th at scale to ev e n hi ghe r dime n- 
sion s. A pos sib le strategy is to rep l ace our con tin uous spike b y
a point-mass at 0. In sparse settings, such a prior could lead 

https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
https://academic.oup.com/biometrics/article-lookup/doi/10.1093/biomtc/ujae151#supplementary-data
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FIGURE 4 Edges identified by NI-SS . 
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o Markov chain Monte Carlo iterations where one updates
odels of dimension much lower than the p(p + 1) / 2 r equir ed
 y a con tin uous spike, albeit one w ould h av e to desi gn efficie n t
lgorithms to search over the 2 

p (p +1) / 2 models. 
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